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Abstract: Graph-theoretical rules for evaluating the coefficients of an HMO characteristic polynomial, applicable to all conju­
gated systems, are presented. They represent an extension of earlier graph-theoretical formulas for conjugated hydrocarbons. 
The topological nature of the coefficients of the HMO characteristic polynomial can straightforwardly be understood by 
means of these rules. Moreover, they are essential to the graphical theory of aromaticity recently formulated by us. A quantita­
tive expression is given between the same coefficients and the total w energy for heteroconjugated systems. 

The direct expansion of an HMO secular determinant of 
a conjugated compound into a polynomial, i.e., an HMO 
characteristic polynomial, is neither practical nor does it clarify 
any relation between the values of the coefficients and the 
geometry of the x-electron network. In order to overcome this 
difficulty, considerable effort has been devoted to finding 
graphical (or graph-theoretical) techniques for constructing 
the characteristic polynomial.1 

In 1972, the first general solution of this problem, applicable 
to conjugated hydrocarbons, was presented by Graovac et al.2'3 

They pointed to a method for enumerating the coefficients of 
the characteristic polynomial for these compounds by means 
of Sachs' graph-theoretical theorem (Sachs theorem).4 On the 
assumption that all resonance integrals have a constant value, 
the coefficients were nicely expressed with his graph-theo­
retical terms. Hosoya independently presented an alternate 
method for enumerating the same coefficients5 by correlating 
them with his topological index.6 It can easily be shown that 
these two approaches are equivalent.3 

Assuming constant resonance integrals, Mallion et al. ex­
tended the graphical method for constructing the characteristic 
polynomial to conjugated systems with heteroatoms.7 How­
ever, the assumption of constant resonance integrals itself is 
of limited chemical interest because a realistic consideration 
of actual conjugated systems with heteroatoms leads to two 
or more types of resonance integrals.8 Even for conjugated 
hydrocarbons, bond alternation diversifies the resonance in­
tegrals.8 Their approach must hence be extended to be suitable 
to any conjugated systems. 

On the other hand, we recently developed a graphical theory 
of aromaticity.9 An HMO reference polynomial was therein 
defined by excluding from the coefficients of the characteristic 
polynomial all contributions from cyclic components in the ir 
system. The reference polynomial could be interpreted as a 
characteristic polynomial for the aromaticity-free reference 
structure. The resonance energy was then defined as the dif­
ference between the total x energy calculated from the char­
acteristic polynomial and that calculated from the reference 
polynomial. Our theory of aromaticity thus requires the values 
of the coefficients of the characteristic polynomial. In order 
to extend this theory to heteroconjugated systems, a graphical 
method for constructing the characteristic polynomials is in­
dispensable. For these reasons, we undertook to seek the 
method for graphically constructing the characteristic poly­
nomial for conjugated systems with heterobonds. 

On a Graph-Theoretical Formula for Heteroconjugated 
Systems. We begin by recalling the graphical method presented 
by Mallion et al.7 for constructing the characteristic polyno­
mial. According to them, a molecular graph (i.e., a ir-electron 
network) of a conjugated compound with heteroatoms can be 
depicted by the use of a so-called self-loop representation.10 

Each heteroatom in the molecular graph is specified by the 

addition of a self-loop with a weight of h (its heteroatom pa­
rameter). The self-loop can hence be considered as a hypo­
thetical w bond, both ends of which reach the same heteroatom. 
Such a self-loop can also be counted as one of the components 
of a Sachs graph. Only one atom is assigned to it. A definition 
of the Sachs graph has previously been described in detail.2-311 

In brief, it is a subgraph of the molecular graph which has no 
components other than disjoint T bonds and/or disjoint TT cy­
cles. When a given self-loop is counted, the neighboring ir 
bonds must not be counted in the same Sachs graph. 

A characteristic polynomial P* (X) for a conjugated system 
is then expressed with their Sachs formula as 

P* W = L Ct*XN~< (1) 
I=O 

where 

C,*= E f ( - l ) c ( s ) 2 r ( s ) n^4 (2) 
SeSf I a J 

Here, N is the number of atoms in the entire TT system, S, the 
set of all possible Sachs graphs which contain t atoms, c(s) the 
number of components of a Sachs graph s, r(s) the number of 
cyclic components of the Sachs graph s, and ha the heteroatom 
parameter associated with each self-loop in the same Sachs 
graph; a runs over all self-loops in the Sachs graph. Asterisks 
in eq 1 and 2 signify that the quantities concerned are all re­
lated to the assumption that all resonance integrals in the it 
system have a constant value. 

General Rules for Constructing Characteristic Polynomials. 
We consider hypothetical monocyclic conjugated systems with 
n unit structures as before.9>12~14 A general formula for such 
if systems is illustrated as I. The unit structure in brackets is 
so chosen that the entire system with n = 1 becomes the com­
pound (II) under consideration. For example, when we are 

I—(Unit Structure),—i i—(Unit Structure)—, 

1 1 I I 
I II 

concerned with fulvene, the unit structure of a corresponding 
type-I system is -C(=CH 2 )—CH=CH-CH=CH- . A 
secular equation for a type-I system with n unit structures can 
be reduced to n algebraic equations of the same degree as the 
number of atoms (N) in the it system of every unit struc­
ture.9,1 2'14 They are written in the form 

Pnm(X) = E McOS Km) XN~< = O (3) 
( = 0 

where 

A„m = m = O, 1 , . . . , « - 2, n - 1 (4) 
n 
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Figure 1, Norbornadiene-type four-ff-electron systems. 

Here, the coefficients A, are linear functions of cos A„m. A 
characteristic polynomial P(X) for a corresponding type-II 
system is 

).O.C 

P(X) = z QX N-1 
I=Q 

(Co=I) (5) 

As pointed out in a previous paper,9 both Pnm (X) and P(A") 
have many common coefficients. In particular, it is noteworthy 
that, for a monocyclic conjugated hydrocarbon with constant 
resonance integrals, all contributions from Sachs graphs which 
have cyclic components can be distinguished by noticing the 
cosines in the A, (cos A„m) for a corresponding type-I system. 
If a cyclic component of a given type-II molecular graph is 
enumerated with a weight of 2 cos A„m, the A,(cos A„m) for 
a corresponding type-I system can be obtained. Conversely, 
the Ct for a given type-II system can readily be obtained by 
replacing the factors of 2 cos Anm by 2 in the At (cos Anm) for 
a corresponding type-I system. This aspect of P„m(^0-type 
polynomials gives an important clue to the present problem. 
The cosines in the A,(cos Anm) for any type-I system with 
heterobonds might also mark the contributions from cyclic 
components of the molecular graph for a corresponding type-II 
system. 

Before going ahead, let Cn be the contribution from the 
Sachs graph s to the coefficient C, of the characteristic poly­
nomial for a given IT system. Ct is then given by summing the 
C,s over all Sachs graphs which contain t atoms. Let all reso­
nance integrals be assumed to have a constant value, and these 
Crs values can easily be determined from eq 2. These are used 
as initial C,s values. At this stage C, is equal to C,*. 

The following two homoconjugative systems are especially 
instructive to infer the role of heterobond parameters (k) in 
the actual C,s because we do not need to take any heteroatom 
parameters (h) into consideration. A heterobond is defined as 
a TT bond whose resonance integral is not equal to /3. Norbor-
nadiene (III) has an antihomoaromatic four-7r-electron sys-

III 
tem,15 in which ir bonds strongly alternate. The heterobond 
parameter k is related to the resonance integral between 
nonbonded sp2-carbon atoms and should hence be much less 
than unity. The characteristic polynomial for this TT system 
is 

P(X) = X4 - (2 + 2k2)X2 + (1 + k4-2k2) (6) 

whereas the Pnm(X) for a corresponding type-I system is 
represented by 

Pnm(X) = A"* - (2 + 2k2)X2 + (1 + k4 - 2k2 cos Anm) 

(D 

;k S, = 

S , = 

V 3 'I 

S, = 

s, --

None 

Sc = 

N>̂  
^ 

Figure 2. Cyclononatriene-type six-ir-electron systems. 

On the other hand, cyclononatriene (IV) has a homoaromatic 

IV 
six-7r-electron system15 in which 7r bonds also strongly alter­
nate. For this system, the two types of polynomials are written 
as 

P(X) = X6 - (3 + lk2)XA + (3 + 3k2 + 3k4)X2 

-(\+k6 + 2k3) (8) 

and 

,(X) = X6 - (3 + 3A:2)^4 + (3 -I- 3A:2 + 3A:4)*2 

- (1 +A:6 + 2Ar3COS Anm) (9) 

In eq 7 and 9 the cosines in the coefficients suggest that the 
corresponding terms in the P(X) are related to the Sachs 
graphs which have cyclic components, and the other terms may 
necessarily be related to the Sachs graphs which are formed 
with disjoint x bonds only. On this basis the coefficients C, of 
the P(X) for these two compounds tempt us to imagine the 
following generalized Sachs graphs, shown in Figures 1 and 
2, which will later prove correct. Molecular graphs are shown 
with G. All Sachs graphs are drawn within parentheses and 
the set of all Sachs graphs S, are denoted in brackets. 

By comparing eq 7 and 9 with these possible Sachs graphs, 
the following two rules are found to govern the actual coeffi­
cients of the characteristic polynomials: (1) when each disjoint 
heterobond is counted in the Sachs graph s, the initial C/s must 
every time be multiplied by its heterobond parameter squared; 
(2) when each v cycle with heterobonds is counted in the same 
Sachs graph, the C,s must further every time be multiplied by 
the product of all heterobond parameters in the ir cycle. These 
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Figure 3. 1-Bromo-l-chloroethylene-like systems. 

two rules are sufficient to construct a characteristic polynomial 
for any conjugated system. They define a weighted Sachs 
graph formed with disjoint ir bonds and/or disjoint TT cycles, 
each weighted with heterobond parameters. 

The above two rules prove mathematically self-evident if 
we follow the original graph-theoretical development by 
Sachs.4 The set of Sachs graphs represent all possible per­
mutations of nonzero elements (a,j) in the secular determinant. 
Counting a given disjoint •K bond between the /th and 7th atoms 
corresponds to taking a product a^a^. Counting a given cyclic 
component corresponds to taking two products in such a 
manner as aytf/*a*/ • • • Opgaqrari and apa^aik • • • aqparqair\ 
these are the products of matrix elements related to the w cycle. 
Accordingly, when some of these elements are different from 
unity, the initial CJS value must necessarily be multiplied by 
them. This gives a proof on our inference of the graphical rules 
generalized for constructing the characteristic polynomials. 

Application of General Rules to Heteroconjugated Systems. 
We shall illustrate the use of our rules presented above by some 
examples outlined below. Sachs graphs are indicated in the 
same formalism. 

(1) 1-Bromo-l-chloroethylene-like systems (Figure 3). 
Therefore, 

C1 = ( - I )^ 0 Zi 1 + ( - 1 ) ' 2 ° ^ 2 = -h\ - h2 (1Oa) 

C2 = (—1)'2° + (-1)'2°A:,2 + (-l) '20A-2
2 

+ ( - 1 ) 2 2 ° M 2 = - 1 - ki2 - k2
2 + h\h2 (1Ob) 

C3 = (-1)22°/*, + (-\)22°h2 + ( - 1 ) 2 2 ° M 2
2 

+ (-l)22°/!2fc,2 = hi + h2 + h\k2
2 + h2kx

2 (1Oc) 

C4 = ( - 1 ) 3 2 ° M 2 = - M 2 (1Od) 

and the characteristic polynomial is 

P(X) =X4-(hi + h2)X
3 - (1 + kx

2 + k2
2 - h\h2)X

2 

+ (h]+h2 + h]k2
2 + h2ki2)X-h]h2 (11) 

(2) Pyrrole-like systems (Figure 4). Therefore, 

C, = ( - l ) ' 2 ° / ! = -/1 (12a) 

C2 = ( - l ) 1 2 0 + ( - l ) 1 2 ° + ( - l ) 1 2 0 

+ (-1)'2°A:2 + ( - l ) ' 2° /c 2 = - 3 - 2k2 (12b) 

C3 = (-l)22°/r + (-\)22°h + (-\)22°h = 3h (12c) 

C4 = ( -1) 2 2° + ( - 1 ) 2 2 % 2 + {-\)22°k2 

+ (-l)22°k2 + (-l)22°k2 = 1 +4k2 (12d) 

C5 = (-l)32°fi + (-1)'2>A:2 = - h - 2k2 (12e) 

and the characteristic polynomial is 

P(X) = Xs - hXA - (3 + 2A:2)A"3 + IhX2 

+ (\ + 4k2)X - (h + 2k2) (13) 

s, = 

s, = 

(!) ; 

7 X ^i-h* 

S 3 = 

S4 = 

S 5 = 

O (!) 
h h 

.( \J 
(!) J 

h 

I1 M.UQ.ICM 
(no 

h 

Figure 4. Pyrrole-like systems. 

(3) Quinoline-like systems (V). Because there are too many 

Sachs graphs for this kind of w system, only the characteristic 
polynomial obtained is cited below: 

P(X) = X]0 - hX9 - (9 + 2k2)Xi + 9hX7 

+ (26 + 15yt2)A"6 - 26hX5 - (29 + 36A:2)*4 + 29/LY 3 

+ (11 +32k2)X2- WhX-9k2 (14) 

In all cases, the roots of .P(A") = O are of course in exact accord 
with those derived from the secular determinant. A charac­
teristic polynomial for any heteroconjugated system can now 
be obtained in such a graphical manner. 

As stated before, when our own theory of aromaticity9 is 
applied to any conjugated system, a reference polynomial for 
it is required. Owing to the present rules for constructing 
characteristic polynomials, we can also obtain the reference 
polynomial for any conjugated systems, including heterocycles, 
simply by ignoring w cycles in the Sachs graphs. To adduce 
examples, the reference polynomials R(X) for pyrrole- and 
quinoline-like systems are, respectively, 

R(X) = X5 - hX4 • 

and 

(3 + 2k2)X* 
+ IhX2+ (1 + 4 ^ 2 K - h (15) 

R(X) = X]0 - hX9 - (9 + 2k2)Xs + 9hX1 

+ (26 + 15A:2)*6 - 26/LY 5 - (27 + 34A:2)^4 + 2IhX3 

+ (7 + 24k2)X2-lhX-3k2 (16) 

The resonance energies derived from such reference polyno­
mials have already been reported9 and favorably compared 
with those of Hess and Schaad.16 It goes without saying that 
the reference polynomial for any acyclic heteroconjugated 
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system is identical with its characteristic polynomial. There­
fore, acyclic systems are assuredly nonaromatic. These results 
are quite consistent with Dewar's theory of aromaticity.17 

The resonance energies obtained by us can be understood 
logically as follows. The products of matrix elements related 
to every x cycle in the molecular graph are 

Uijajkaki • • • apqaqrari 

= (\/f3»)(i\ft\j)(j\?t\k)(k\!H\l) 
...(p\X\q){q\X\r)(r\X\i) (17) 

and 

ajiakfiik • • • aqparqair 

= (\/&w) (j\ft\i)(k\ft\j)(l\ft\k) 
... (q\9i\p) (r\fi\q) (i\Ji\r) 

= (\IP»){i\ft\r){r\H\q)(q\X\p) 
... {l\X\k){k\X\j){j\X\i) (18) 

where w is the number of x bonds in the x cycle, and Ji is the 
Hiickel Hamiltonian. Note that these cyclic interactions are 
all ignored in the coefficients of the reference polynomial. 
Hence, our resonance energies can be associated with the 
contributions of x energy from such cyclic interactions, which 
appear to induce two opposite ring currents in the individual 
7T cycles. 

A Correlation between the Coefficients of the Characteristic 
Polynomial and the Total x Energy for Heteroconjugated 
Systems. In order to see a correlation between the coefficients 
of the characteristic polynomial and the total x energy for 
heteroconjugated systems, we arrange the roots of P(X) = 0 
in a decreasing order as 

X = XuX2,. Xm, X1n+\ Xiv-1, Xp, (19) 

The first m roots correspond to the energies of the occupied x 
orbitals in units of/3; for these heteroconjugated systems, the 
m is not always equal to half the number of atoms in the con­
jugated system (N/2). The characteristic polynomial is re­
written with these roots in the form: 

p(x) = n (X • 
I = i 

-X1) (20) 

We will then derive a useful expression which is linear in X,. 
Let us choose a constant K somewhat arbitrarily as 

#«(1 /3) Max fl*,! (21) 

i.e., about one-third of the maximum absolute A1, value. In the 
case of conjugated hydrocarbons, the K can safely be equated 
to unity.18 We define a new quantity Z* with this K in this 
manner: 

Z* = K~NK HPOTQI)* = K-NK ff (K1 + X1
1YI1 (22) 

where / = V-T . The logarithm of Z* is then 

log Z* = (K/2) X>g(l+(A7/02} (23) 

The physical image of eq 23 can be visualized with the use 
of the following approximation:18 

log (1 + X2) « 0.32870|Al for \X\ < 3.0 (24) 

This approximation holds fairly well in the indicated region. 
Since for all X, 

\X,/K\ < 3.0 (25) 

the above approximation can be used to make eq 23 linear in 
every X1, namely, 

logZ* «(0.32870/2) £ \X,\ 
( = i 

(26) 

It should be noted that for most conjugated hydrocarbons 
the product XmXm+\ is negative.1819 The same product is also 
negative for most heteroconjugated systems. The total x energy 
for a heteroconjugated system E1, can hence be written in the 
form: 

Er = IlZX1=Y. \X,\+2Zha 
(=1 I = ] a 

(27) 

where a runs over all heteroatoms in the x system. By com­
bining eq 27 with eq 26, we arrive at a desired expression for 
the total x energy of the heteroconjugated system: 

E1, « 6.0846 log Z* + Z ha 

= 6.0846 log K~Nh 

'] ZC,(iK)N-'\\ \+lZha (28) 
f=0 

This expression gives a quantitative relation between the total 
x energy and the coefficients C1 of the characteristic polyno­
mial. Since each coefficient is a function of Sachs graphs, we 
can see from this expression how the total x energy is depen­
dent upon the connectivity of the x-electron network. A con­
tribution from a given x cycle in the x system can be estimated 
merely by removing from eq 28 all terms C,s related to the 
Sachs graphs which have the other x cycles as the components. 
For most heterocyclic systems, the sign and the magnitude of 
the resonance energy can be predicted from the same expres­
sion by examining whether or not the entire set of Sachs graphs 
which have cyclic components positively contribute to the total 
x energy. In this sense, this expression is a good example which 
visually shows a structure of the x-electron network in terms 
of the C1. 

Concluding Remarks 
A graph-theoretical method for evaluating the coefficients 

C1 of an HMO characteristic polynomial has been outlined for 
any kind of conjugated system. The method enables one to 
apply our graphical theory of aromaticity9 to all kinds of 
conjugated systems or their ionic species. As exemplified by 
eq 28, the obtained coefficients C1 are key quantities for 
graphically understanding the x-electron network for these 
systems. By constructing a polynomial whose coefficients are 
functions of Sachs graphs from which all x cycles but a given 
one are excluded, we can predict the resonance energy as­
signable to the remaining x cycle in the Sachs graphs. Work 
in this area is in progress. It must be emphasized that the 
present approach maintains all the simplicity and elegance of 
the HMO theory and can be viewed as a promising extension 
of the HMO theory. 
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be regarded as an independent test upon the parameters used 
in MINDO/3 . 

Although the power of any semiempirical treatment lies in 
the computation of large systems, we shall focus mainly on 
small species in this communication in order to compare with 
experimental facts that are available. 

Procedure 

The derivation of the Roothaan equations for open-shell 
systems" is straightforward and can be found in any text­
book.12 Within the MINDO/3 framework, the elements of the 
F matrices take the following form: 

(m) 
Fua = Hu + PnPgn + £ (pkkgik - pkkahik) 

k*i 

+ L T Pkk O) 
n^m k 

Ft]
a(m,m) = (2Pij - p,ja)htj - Pijagij (2) 

FjjHm.n) = H0 - Pifymn (3) 

where 

PU = Pija + Pi/ (4) 

£//=(» U/) (5) 

Ay-0711/) (6) 

Hu = Un- E C„ymn (7) 
n ^m 

and 

Htj = /J , / = S0(I, + lj)Bmn (8) 

The symbols have their conventional meanings.12 Analogous 
expressions hold for Fy*3 of course. Using this notation, the 
total energy of a molecule is given by 
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Abstract: The MINDO/3 semiempirical SCF-MO method has been expanded to an unrestricted open-shell treatment. The 
calculated heats of formation of radicals as well as their geometries compare reasonably well with experiment. Calculated spin 
densities predict the correct proton hyperfine splitting ordering for most EPR spectra. 
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